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Ab initio simulations of the folding pathways are currently limited
to very small proteins. For larger proteins, some approximations or
simplifications in protein models need to be introduced. Protein
folding and unfolding are among the basic processes in the cell and
are very difficult to characterize in detail by experiment or simu-
lation. Chymotrypsin inhibitor 2 (CI2) and barnase are probably the
best characterized experimentally in this respect. For these model
systems, initial folding stages were simulated by using CA-CB-side
chain (CABS), a reduced-space protein-modeling tool. CABS em-
ploys knowledge-based potentials that proved to be very success-
ful in protein structure prediction. With the use of isothermal
Monte Carlo (MC) dynamics, initiation sites with a residual struc-
ture and weak tertiary interactions were identified. Such structures
are essential for the initiation of the folding process through a
sequential reduction of the protein conformational space, over-
coming the Levinthal paradox in this manner. Furthermore, nucle-
ation sites that initiate a tertiary interactions network were lo-
cated. The MC simulations correspond perfectly to the results of
experimental and theoretical research and bring insights into CI2
folding mechanism: unambiguous sequence of folding events was
reported as well as cooperative substructures compatible with
those obtained in recent molecular dynamics unfolding studies.
The correspondence between the simulation and experiment
shows that knowledge-based potentials are not only useful in
protein structure predictions but are also capable of reproducing
the folding pathways. Thus, the results of this work significantly
extend the applicability range of reduced models in the theoretical
study of proteins.

protein structure prediction | Monte Carlo simulations | protein denatured
state | folding nucleus | residual structure

large number of folded protein structures was determined

by x-ray crystallography or NMR. For a few proteins, the
folding intermediates were characterized by using protein engi-
neering (1) and NMR techniques (2, 3). The major transition
states (TS) of chymotrypsin inhibitor 2 (CI2) and barnase were
mapped at the level of individual residues by protein engineering
(4, 5). Much less is known, however, about early folding events.
Itisvery important to understand how protein folding is initiated
and how the native structure emerges subsequently. The dena-
tured state, an ensemble of partially folded, highly mobile
conformations, is very difficult to study, although there have
been recent reports of NMR studies of residual structure in
denatured proteins. Such structures, along with hydrophobic
clusters, were discovered even under highly denaturing condi-
tions (6, 7). Moreover, denatured proteins can exhibit a long-
range ordering of native-like topology (8). Therefore, the folding
process can be directed from the very beginning when starting
from a specific structure (9, 10). It becomes evident that the
denatured state plays a crucial role in all aspects of protein
stability and folding mechanisms (11).

For small, single-domain proteins, two basic folding mecha-
nisms can be traced. In the diffusion—collision mechanism (12),
local secondary structure elements form independently, and
their collisions eventually lead to the native structure. In the
nucleation—condensation mechanism, a simultaneous consoli-
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dation of secondary and tertiary interactions follows a collapse
around extended nuclei (13, 14). Frequently, a combination of
these two mechanisms occurs (15). With increasing secondary
propensities, the folding proceeds in a more stepwise manner
and follows the diffusion—collision mechanism. In cases of an
inherently unstable secondary structure, the nucleation—
condensation mechanism is more likely to apply.

During the last 20 years, significant progress has been made in
the field of protein folding (16). Molecular dynamics (MD)
simulations became a common method for exploring the prop-
erties of intermediates (17), the TS (18), the unfolding reaction
(19, 20), the energetics of folding (21), and, more recently, the
denatured state (7, 22). Unfortunately, there is a gap between the
time scales of MD simulation and the characteristic time of
protein folding. Only small and ultrafast folding proteins (in the
range of microseconds) are now fully tractable by classical MD
simulations (23). An average protein folds slower by orders of
magnitude.

So far, for larger proteins, simulations of the full folding
process, from a random coil to the native state, have only been
possible with Go models, in which merely the native interactions
are taken into account. Neglecting the role of the nonnative
interactions in the folding mechanisms (24, 25) is a serious
shortcoming of this approach. Because of the limitations of the
all-atom molecular mechanics, reduced models offer the most
promising possibilities to study large scale protein rearrange-
ments, as recently demonstrated by Liwo et al. (26).

This work describes the application of a high resolution
reduced lattice model and MC dynamics for folding simulations
(Fig. 1) at various folding stages, beginning from fully denatured
state. The simplified representation significantly reduces the
number of degrees of freedom treated explicitly (26, 27). With
the implicit solvent and the time step of the MC dynamics being
orders of magnitude larger than in MD the entire folding/
unfolding process can be simulated.

The CA-CB-side chain (CABS) model (28) used for this
experiment was tested successfully by Kolinski-Bujnicki group
(29) in the sixth edition of Critical Assessment of Protein
Structure Prediction (CASP6), a blind test for protein structure
prediction. According to the CASP6 evaluation, the average
score of models submitted by this group was second best among
~200 groups participating. What seems important for applica-
tion presented here is that our approach ranked second best for
ab initio modeling after Rosetta (30). CABS employs knowl-
edge-based statistical potentials. The only information specific
to proteins studied here is the expected secondary structure (in
a three-letter code), providing a weak bias for the local inter-
actions. This input is standard for CABS ab initio modeling,
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Fig. 1. CABSenergy (E) and its standard deviation (Esg) as a function of T for
barnase. Each point represents a single isothermal simulation. The transition
temperature (Tt = 2,025) is identified by the steep drop of the energy and the
peak of the heat capacity. Tt cannot be strictly identified with the TS. Some-
times, as for CI2, conformations observed at Tt may be relatively unstructured,
with some features of a molten globule state. See also Figs. 2 and 3b.

which benefits from a high level of accuracy (80%) of the
secondary structure prediction methods.

Results and Discussion

CI2 and barnase are two paradigms in experimental and theo-
retical studies of protein folding. They represent two classes of

proteins, the former with a two-state kinetics, folding quickly,
from a relatively unstructured denatured state, and the latter
with multistate kinetics, folding more slowly, from a somewhat
structured denatured state, passing through at least one inter-
mediate state.

The simulations (Fig. 2) were compared with the three
methods characterizing the folding process at the atomic level
(31): NMR, protein engineering, and MD simulations. Site-
directed mutagenesis in conjunction with kinetic measurements
is the only method for analyzing the TS structures and rapidly
formed intermediates, and the TS is the only state accessible to
experimental study in a two-state folding (CI2). This method of
analysis, introduced by Matouschek et al. (32), relies on the
quantity of ®: ® = 0 suggests the absence of interaction in the
TS, whereas & = 1 marks an interaction similar to that in
the native state. However, it does not necessarily imply that the
residues with high ® values are kinetically more important then
the residues with lower & values. Experimentally derived &
values match the theoretical models of folding nicely; they can
be correlated with the increase in the number of native-like
contacts (18, 33).

Barnase. Barnase is a 110-residue a+p protein (Fig. 3a) with
three hydrophobic cores. It contains three helices in the first half
of its sequence followed by the five-stranded antiparallel 3 sheet,
and it is an example of a small multidomain protein. Its folding
model includes at least one intermediate and has been described
in detail previously (34).

Denatured state. Barnase contains a considerable amount of
residual structure in its denatured state, as investigated by MD,
NMR, and other experimental techniques (35-37), especially
with relation to the first and second helices and the central 8
strands: 83 and p4. In the later stages of folding, as evidenced
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Acquisition of structure elements in side-chain contact maps from simulations of barnase (a) and CI2 (b) at various temperatures: highly denaturing (hds),

denaturing (ds), just before Tt, and at Tt. Native contact maps are provided for reference. For CI2, additional simulations below Tt (T = 1.6) are presented. The
colors indicate the frequency of contacts. Short-range contacts (up to /, i+2) are omitted for clarity. (a) At T = 2.7, the most frequently appearing nonhelical turn
(94, 97) is marked. Circled areas indicate a1 helix and interactions pattern of 83—-84 with the rest of the chain. (b) Cooperative substructures are circled in blue,
interactions A16-L49 and A16-A58 for simulations at T = 1.6 are marked in red, and interactions of 120 with V47 and L49 are in gray.
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Fig. 3. Folding pathways of barnase (a) and CI2 (b), as illustrated by snapshots from the simulation at different temperatures (see Fig. 2) and experimentally
derived native (N) structures (Protein Data Bank ID codes: 1BNR and 2ClI2, respectively). (a) Highly denaturing (hds) with residual a1 helix structure and B3-84
turn (side chains W94 and Y97 marked with red sticks). A representative hydrophobic cluster is shown with the most frequently contacting side chains marked
with lines (ds) and an example of a distorted structure at Tt, with a relatively loose, planar central part of the B sheet interacting with the helix. (b) Highly
denaturing with residual @ helix structure. The most nucleating area at Tt is 33—-4. Shown are the first stage of docking of the a helix to 3-4 (120 and V47 marked
with yellow sticks, L49 in red), the conformation with properly ordered f3-p4 and g5 strands before the formation of the N-terminal strands (nucleus residues
A16, L49, and A58 marked with red sticks, 157 with its side chain pointing opposite to the helix in dark gray), and the best-formed structure (at T = 1.6). Coordinate

root mean square deviation, 3.8 A.

by kinetic and engineering studies, structures consisting of the
first helix and the B sheet center are frequently formed (34).
Initiation sites for these residual structures develop into folding
nucleation sites. The second helix forms very late (38), thus the
initiation sites develop only when they enter into stabilizing
long-range interactions (36).

NMR data for pH denatured barnase (39) are consistent with
the native-like structure for the helix and a nonnative hydro-
phobic clustering around D93-Y97. There is weak evidence for
a residual structure in the center of the first helix (D8-T16) and
the tight turn between the central strands of the B sheet
(W94-Y97) in the strongly denatured state (36).

The above data are in excellent agreement with our simula-

tions (Fig. 2a). In strongly denaturing conditions (T = 2.7), two
areas of structure were observed between residues 7-24 and
90-97 (with the most favorable helical contact F10-Y13 appear-
ing in about ~32% of snapshots; contact V10-L14, ~25% of
snapshots; and the most favorable turn contact W94-Y97,
~27% of snapshots) (see Fig. 2a). Just above Tt (T = 2.2; Fig.
2a), a native-like residual structure of the first helix and the
hydrophobic cluster (I88, L89, Y90, W94, 195, 196, and Y97)
consolidated. Fragments of sequences 8§7-90 and 94-97 act like
hydrophobic patches that tend to form tertiary interactions
throughout the protein (especially with the hydrophobic residues
W35, F56, W71, and 176) (Figs. 2a and 3a). Tertiary interactions
begin to take place between central portions of the B sheet,
which acts as the nucleation site.
Transition temperature. The major hydrophobic core; contains
hydrophobic residues of a1 and a fragment of the 8 sheet. At T¢,
the folding is nucleated by the native-like helix a1 and hydro-
phobic clusters located at f4—p3. This particular fragment of
sheet bears a stronger resemblance to the native state than the
helix (Fig. 2a). The most frequently observed native contacts
occur in the center of the hydrophobic core;, particularly 188
with 196 and Y97 (=70%). According to experiments, the
interactions of I88 are fully intact in the TS and weak (=~40%)
in the intermediate (1). Core; is formed by packing of loop3
(between B1 and B2: F56, L63, and P64) and loop5 (between 34
and B5: Y103) against B sheet (W71, L89, Y97, and F106).
According to the results obtained by protein-engineering meth-
ods, cores folds in the intermediate and is compact in the TS (1).

This picture is precisely what was observed in our simulations.

12332 | www.pnas.org/cgi/doi/10.1073/pnas.0702265104

It is interesting to note the large number of nonnative interac-
tions of F56 and the neighboring residues with the B sheet F56
with L89 and Y90 ~67%). F56 also interacts with W71 in the 82
strand. B2 exhibits strong native interactions: W71 with Y90
(=64%) and L89 (=56%). The structure of core,, the smallest
of the three cores formed by residues within o2, a3, loop1, loop2,
and B1, tends to be disrupted, and it definitely has the smallest
number of native contacts. Once again, the results closely
resemble those obtained in protein-engineering studies.
Nucleation site. Our simulations show that the most frequent
nonlocal contacts of the a1 helix (mainly F7 and Y13, L14, and
Y17) form with the B3-B4 hairpin. The helix became signifi-
cantly more ordered as the number of contacts with the central
part of the B sheet increased.

The B-hairpin B3-B4 is conserved in the microbial nuclease
family. Sequence analysis of this family shows that identical or
homologous areas interact in the early stages of folding. There-
fore, it can be concluded that these fragments may be evolu-
tionary “programmed” to drive the folding process. It has been
proven that the hairpin facilitates helix formation by a so-called
“contact-assisted” secondary structure formation (22). There is
vast experimental and theoretical evidence that the residual
structure of the first helix and the central part of B sheet in the
denatured state represent the initiation site of barnase folding
(22, 35-37), which could be also predicted basing on the burial
of the hydrophobic area in the native state (40).

As described above, it was discovered that these areas form a
residual structure in strongly denaturing conditions. Remark-
ably, the map of standard deviations of the distances between
amino acids, computed for the MC trajectory at Tt, show that the
helix and 83—34 hairpin form together a network of interactions
that exhibits the lowest fluctuations (Fig. 4). This substructure is
internally well defined and loosely coupled to edge strands. It
acts as a nucleation site and serves as a scaffold on which the
remaining f structure assembles. It was also reported that the a1
aids in the stabilizing of B3—B4. The resulting B structure is
relatively planar and loosely packed (Fig. 3a) as in the postulated
major intermediate (35). Looking at the number of native
contacts within B3-£4 and long-distance tertiary contacts be-
tween 33—4 and the rest of the chain, it may be concluded that
B3—-B4 is more important for barnase folding than the a1 helix.
These findings are consistent with peptide fragment studies in

Kmiecik and Kolinski
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Fig.4. Location of the main nucleation site of barnase at Tt. Shown is a map
of distances between C*displayed above the diagonal; color indicates average
values in angstroms (color legend on the Left). The map shows close contacts
of B3—B4 strands with the majority of the protein. Standard deviations of the
Cedistances are in angstroms (color legend on the Right) are presented below
the diagonal. The map shows that the a1 helix (7-17) and B3 (87-91)-p4
(96-99) form the most stable tertiary area. The main nucleation site is marked
with the white circles.

which native-like structures persist on the removal of al helix
(41). Thus, the average structures observed in our simulations at
Tt exhibit characteristic features of the main TS and the main
barnase folding intermediate.

Cl2. CI2 is a 64-residue protein that folds into a single « helix
packed against parallel/antiparallel B sheet (Fig. 3b). The strands
and helix form a single hydrophobic core; the side-group inter-
actions are quite uniform over the structure. Unlike barnase, it
is a single-module structure and, as such, a model for folding
units in multidomain proteins. CI2 is structurally simpler than
barnase, and, as a result, its folding mechanism is not as complex.
It was the first protein for which a clear two-state folding without
detectable intermediates (42) was experimentally demonstrated.
CI2 was investigated thoroughly with the use of ® value analysis
(5, 13), which led to a hypothesis that the folding of CI2 protein
proceeds by a chain collapse and condensation around an
extended nucleus, containing portions of the helix and the B
sheet followed by the simultaneous consolidation of secondary
and tertiary structures. It is a classic example of the nucleation—
condensation mechanism (14).
Denatured state. Experimental NMR studies of protein fragments
demonstrate that in denatured conditions CI2 is highly unstruc-
tured (43, 44), with a very slight tendency for the native helical
structure and a minor hydrophobic clustering near the center of
the chain. Likewise, a compilation of NMR experiments and MD
simulations on a full-length CI2 indicate a highly unfolded
denatured state with the residual structure mentioned above (7).
In our simulations, most of the native contacts detectable in
the highly denatured state (T = 2.6) took place within the helix.
Triplets of native contacts appearing most frequently (13-16,
16-19, 16-20, and 16-19, 16-20, 17-20) are present in ~1% of
snapshots. This fragment of helix is very active; it unfolds and
refolds completely over time. A16 appears to be the most buried
residue. The early occurrence of A16 interactions is in excellent
agreement with protein-engineering studies. A16 is the only
residue that has its full native interaction pattern in the TS (the
highest ® value = 1.1) (13). In strongly denaturing conditions,
a minor hydrophobic clustering in the center of the chain could
be observed in simulations (Fig. 2b) which is also in agreement
with the NMR studies cited above (7). Closer to Tz, hydrophobic
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clustering between portions of 83 and B4 became more con-
spicuous, and just above Tz (T = 2.2), the most favorable pairs
of native contacts appearing simultaneously (present in about
~10% of snapshots) were 129, V47, and L49. These residues with
fractional @ values belong to the center of the hydrophobic core,
partially formed in the TS (45). Marginal nonnative clustering
occurred also between the edges of the active-site loop (G35-
144) with B4 (Y42-L49, Y42-V47) and B3 strand (L32-V38,
V31-V38). However, these contacts exhibited high fluctuations
compared with the hydrophobic clustering between B3-£4
strands. In the native state, the loop is very solvent-exposed, and
mutations in this area did not destabilize the protein to any
significant extent, except for V38 (13). Marginal tertiary inter-
actions could also be observed between the hydrophobic cluster
around B3-B4 hairpin and hydrophobic residues in the N-
terminal part of the chain: the frequently populated turn W5-L8,
V9 and « helix residues V19, 120, and L21.

Nucleation site. Experiments show that residues forming the «
helix have the highest average ® values, followed by 8 strands 3
and 4 (13), suggesting a native-like structure of these protein
fragments in the TS. Computationally predicted TS conforma-
tions (46) with a probability of ~0.5 to reach the native state
rapidly were verified by several independent simulations. Two
types of alternative conformations were examined: one with a
disrupted « helix and the other with disordered B3 and p4
strands. Surprisingly, a-disrupted states have a stronger ten-
dency to fold (Poq ~0.3) than the B-disrupted states, which
exhibit almost no tendency (P =~0) to fold, despite higher ®
values for the « helix in the TS. Thus, it was concluded that,
relying exclusively on @ values, it is not always possible to
distinguish between the kinetically important and less important
residues.

Our simulations confirm the importance of B3-p4 for CI2
folding, with this substructure being the main nucleation site. At
Tt, hydrophobic clustering becomes significantly more intensive,
mostly between the 83 and 4 strand (in ~20% snapshots) (Fig.
2b). Persistent tertiary residual structure of the 83—4 hairpin at
Tt determines the main nucleation site.

From the most nucleating area to the near-native structure. The best-
formed CI2 structures observed at Tt were ~7 A from the native
state, with unstructured and highly mobile terminal strands. To
examine the last stages of folding more closely, several indepen-
dent long-unfolding/folding simulations were performed at
lower T (T = 1.6), starting from native-like structures. In all
cases, temporary or permanent disruption of the edges of the 3
sheet (Fig. 2b, T = 1.6, above the diagonal) and sometimes even
the disruption of the central part of the B sheet (83—p4) were
observed. Two simulations of 10, one of which is shown in Fig.
2b (T = 1.6, below the diagonal) resulted in correct native-like
topology. The best-formed structure observed was 3.8 A from
the native (Fig. 3b). A native-like assembly of C-terminal and
N-terminal strands was usually initiated by the contacts of A16,
L49, and A58 (Fig. 2b). Strikingly, although protein-engineering
studies for >100 mutants (13) demonstrated that mutations of
Al6, L49, and I57 dramatically decrease their stability and
folding rate, the simulations suggested A58, and not 157, to be
the interaction link between the helix and the N-terminal strand.
Detailed analysis of the simulation trajectories shows that I57 is
nearly always pointing away from the helix in the opposite
direction (Fig. 3b) and maintains this orientation in native-like
structures. Instead of 157, A16 frequently form contacts with a
much smaller side chain of AS58. Thus, both the experiments and
our simulations show a high significance of the contacts between
the same fragments of the polypeptide chain for the final stage
of the folding. These findings support the idea that TS structures
and folding mechanisms are determined by protein topology
(47). Analyzing double-mutant cycles, Ladurner et al. (48)
demonstrated a strain between A16 and 157 in the TS, whereas
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A16 and L49 interact favorably at the same stage. The strain
between A16 and 157 is even more noticeable in the native state.
Remarkably, these results are the exact opposite from those
observed for barnase. An extensive, double-mutant cycle anal-
ysis of the major « helix (49), surface salt bridges (50), and
hydrophobic cores of barnase did not reveal unfavorable inter-
actions either in the major TS or in the native state. It was also
noted that the residues forming the folding nucleus of CI2 are
evolutionarily conserved in homologous proteins. Valine is more
common than isoleucine in corresponding positions, which,
according to Ladurner et al., suggests a preference for a smaller
aliphatic side chain in the position 57. Thus, interactions between
some of the closely packed residues in the folding nucleus of CI2
may have been evolutionarily optimized for the rate of folding
rather than for protein stability.

In the observation of the sequential folding of CI2 it was noted
that immediately after the 83—34 and « helix formation, docking
of a helix to B3-B4 begins with the helix C terminus, and a
loosely defined hydrophobic cluster is formed. The final con-
solidation of the hydrophobic cluster takes place as the central
part of the helix (A16) is bound to B4 (L49) and B5B6 (in the
vicinity of A58) (Fig. 3b).

Description of hydrophobic core. Studying 11 mutants in the hydro-
phobic core of CI2, Jackson et al. (45) found that residues with
low @ values (L8, V47, and I57) are all located at the edge of the
core, whereas residues with fractional ® values (0.3-0.65), e.g.,
120, 129, L49, and V51, belong to the center of the core. The
interactions are 50% weaker in the TS compared with the native
state, suggesting that at TS the core has not attained the firm
packing and could be partially exposed to the solvent (45). Our
results complement these protein-engineering studies. These
findings apply both to the central hydrophobic core interactions
(I20 and L49), essential for docking the helix to 83—4 and to the
special role of the contacts at the edges of the hydrophobic
cluster, created in the final stage of the folding simulations (V47
and A58, playing the role of 157), which is illustrated in the
simulation snapshots (Fig. 3b). It was recorded that interactions
of 120 with V47 and L49 are the first persistent and productive
nucleation sites between the central part of the sheet (B3-p4
strands) and the helix. It is essential for the correct arrangement
of the fold that strong interactions between 3-£4 and the «
helix take place before any contacts occur between B5 and
N-terminal strands (Fig. 2b).

Sequence of folding events: insights from MD and MC simulations. MD
unfolding simulations of the CI2 were usually conducted at very
high temperatures (51-54). Consistent results were obtained for
different force fields. At 500 K, the contacts between B1 and
B5B6 disappeared very rapidly (51), followed by the contacts
between B4 and B586 and contacts within the « helix. The cluster
of contacts between 33 and 34 dissolved as the last. Comparable
results were obtained in MD folding and unfolding simulations
(52, 53). Moreover, the following cooperative substructures were
identified: a, B1B82-B5B6, B3—p4, and B4-B5B6 (54). A charac-
teristic sequence of events was observed: the unfolding of
B1B2-B5B6 before the unfolding of clusters «, B3—B4, B4—L5B6.
The unfolding of the last three clusters occurred essentially in
parallel, especially at very high temperatures. Nevertheless, a
preference of B3—B4 as the last to unfold could be noted.

An identical picture of the cooperativity of substructures as
well as the overall sequence of folding events emerges from our
studies with the reduced CABS model of CI2, with the exception
of the fact that the events defined as parallel in time in the MD
simulations are unambiguously sequential in ours.

Conclusions

In this work we used a simplified high-resolution lattice model
and MC dynamics to study the dynamics of barnase and CI2 in
the denatured state and at various stages of their folding

12334 | www.pnas.org/cgi/doi/10.1073/pnas.0702265104

processes. Barnase and CI2 fold with half-times of 50 and 10 ms,
respectively (31). Classical MD simulations are currently limited
to time scales of <1 us, which is clearly far too short. Such a time
scale can be introduced at the cost of a reduced representation
of the protein conformational space and approximations in the
force field. Despite these approximations, the folding mecha-
nism of barnase was reproduced adequately, and there is a good
agreement with the available experimental data for CI2. Thus,
it can be stated that reduced models could be valuable tools for
the theoretical study of protein dynamics and folding mecha-
nisms. Moreover, knowledge-based potentials derived from the
observation of structural regularities in folded proteins can be
used not only in structure prediction but also in folding studies
from the very beginning of the process.

General qualitative observations for the two proteins are
consistent with experimental studies. The average number of
native contacts at Tt for barnase (found to be folding by
multistate kinetics from the denatured state containing a con-
siderable amount of residual structure) was twice as large
compared with CI2 (which folds from a relatively expanded
denatured state). On the other hand, the fluctuation of the
number of native-like contacts was two times larger for CI2
(two-state folding). Folding-initiation sites and nucleating areas
were identified for both proteins. For instance, in the CI2 case,
the hairpin B3—84 was discovered to be the main nucleating area.
This finding has not been observed before in any protein-
independent force field study but is in agreement with MD
unfolding simulations, which indicated that the « helix or B34
should be the last element to unfold. There is also a near-perfect
correspondence between the long-range contacts observed most
frequently in our simulations and the folding nuclei described in
protein-engineering studies.

The folding pathway of barnase was adequately reproduced. The
general picture of hydrophobic interactions is consistent with the
experimental findings for the intermediate and TS structure and
confirms their crucial role in the initiation and sustenance of
protein folding (55). For CI2, even a quantitative relationship
between the ® values and CI2 structure formation can be observed.
Our experiment showed the same structural cooperativity and
folding mechanism as seen in the MD unfolding; however, it
resulted in a better-defined sequence of events, especially with
regard to the formation of « and B3—34 as being clearly separated
from the formation of the remaining substructures.

The presented approach goes far beyond simple analytical mod-
els or Go models, enabling the study of complete unfolding/folding
pathways. Physically realistic folding mechanisms observed in the
CABS simulations imply that the interactions in the denatured state
have to be similar to those in the native structures. Consequently,
the knowledge-based potentials from native structures can be
considered a good approximation of the interactions in the dena-
tured state. Therefore, the suggested model may be a useful tool for
qualitative studies of entire folding pathways of large proteins and
macromolecular assemblies.

Methods

The high-resolution reduced-protein model and simulation pro-
tocol have been described in detail recently (28). Each amino
acid is represented in CABS by four interaction centers: Ce, C,
the center of a side-group mass, and the center of the peptide
bond. Knowledge-based potentials of the force field include
generic protein-like conformational biases, statistical potentials
for the short-range conformational propensities, a model of the
main-chain hydrogen bonds, and context-dependent statistical
potentials describing the side-group interactions. The asymmet-
ric Metropolis MC scheme controls the simulation process. MC
moves have a local character. Therefore, their long random
sequences simulate the long-time dynamics of a polypeptide
chain. A single step of the MC algorithm consists of k* NV attempts
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at various local conformational transitions, where k is an integer
range of 20 and N is the number of residues.

Side-chain contact maps (Fig. 2) were derived from the
distances between the gravity centers of the side chains, using
the CABS force field cutoffs. Each contact map presented in
this work is an average of five (except for the single simulations
for CI2 at T = 1.6) independent isothermal simulations
(different random seeds were enough to ensure complete lack
of correlations between trajectories) consisting of 200,000 MC
steps, where the second half of each trajectory (100,000 steps)
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