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A complex, cascaded neural network designed to predict the secondary structure of globular proteins has been developed. Information about the local buried-unburied pattern and the average tendency of the particular types of amino acids to be buried inside the globule were used. Nonspecific information about long distance contact maps was also employed. These modifications result in a noticeable improvement (3 - 9%) of prediction accuracy. The best result for the average success ratio for the testing set of nonhomologous proteins was 68.3% (with corresponding Matthews' coefficients, C$_{\alpha,\beta}$, coil equal to 0.60, 0.47, 0.43, respectively).
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For a given set of environmental conditions, the amino acid sequence of a globular protein determines its three dimensional structure [1, 2]. The conformation of the polypeptide chain inside these closely packed globules exhibits several characteristic regular motifs: helices, β-strands, well defined turns, etc. It is convenient to classify these secondary structure elements according to the pattern of the hydrogen bonds between the main chain atoms of the polypeptide backbone [3]. Some elements of the secondary structure can be detected even under denaturing conditions. This means that various sequences can exhibit an intrinsic tendency to adopt a specific secondary structure, which is further modulated by tertiary interactions in the folded state [1, 4]. Therefore, the ability to predict secondary structure may be a very important step towards elucidation of the protein folding problem, which is one of the most challenging tasks of contemporary molecular biology [5 - 7].

Various theoretical concepts have been applied to the problem of prediction of the secondary structure from the amino acid sequence [8 - 13], and provided new insights into the protein folding problem. Use of neural networks provided one of the most accurate methods for the prediction of secondary structure [14 - 16]. First, the neural network has to be "trained" by presentation of the amino acid sequences and their corresponding secondary structures. The trained neural network can then be applied to other sequences, giving predictions for their secondary structure. By dividing the secondary structure motifs into three classes: helix, β-sheet and coil (which means all structures other than various helices or β-sheets) Qian & Sejnowski [14] achieved an average success ratio at the level of 64%. The a priori classification of the protein as all-α, all-β, and mixed α/β leads to a considerable improvement in prediction accuracy [16]. An additional increase in the success ratio has been obtained by designing a neural network that incorporates the periodicity of α-helices and β-sheets. This way Kneller et al. [16] achieved average success ratios of 79% for all α-proteins, 70% for all β-proteins and 64% for α/β mixed proteins, respectively. The neural network predictions of β-turns in globular proteins give an average success ratio of 26% [17] that is more accurate than the results obtained by other methods. Neural networks can also be used to detect protein homology [18] and to predict surface exposure of the amino acids [19].

In this work, we used a neural network model which was designed to encode some additional information besides that of the amino acid sequence
alone. We have investigated whether the use of this supplementary information provides any improvement in the prediction accuracy. The following additional information was used: the actual local buried-unburied pattern of residues, the average buried-unburied pattern and specific residue type information about tertiary interactions experienced by the residue for which the secondary structure is predicted. We have found that, on including tertiary interactions, the accuracy of prediction of secondary structure (classified as helix, \( \beta \)-sheet, and coil) was significantly increased.

MATERIALS AND METHODS

a) Model of a simple neural network

For the sake of clarity, it is convenient to describe first a simple neural network model with three layers. As shown in Fig. 1, several such networks can be subsequently linked to form a more complex model. The top branch in Fig. 1 presents a scheme of a cascaded neural network for all proteins, the branches at the bottom show cascaded neural networks trained on successive \( \alpha \), \( \beta \) and mixed \( \alpha/\beta \) classes.

The simple computational model of a neural network consists of three layers of units. The first one is the input layer where the amino acid sequence is encoded. This layer consists of 13 input group with 21 units per group. Each cluster encodes one of the amino acids (plus one dummy unit to represent the chain ends). Each cluster contains, in the position which encodes a particular amino acid, one and only one unit designated by a number (other than zero) which is 1 for the simple network without any additional information, and 1 or 2 for the network containing additional information. A dummy residue is assigned to unit number 0. Alanine is the unit number 1, etc. In this way, 13 clusters represent the sequence of 12 amino acids surrounding the central amino acid (which is placed in cluster number 7). The second layer of the neural network, the so-called hidden layer, is linked with each unit of the input layer and with each unit of the output layer. In the present work, this layer contains either 2 or 40 units. The output layer contains three units corresponding to the helix, \( \beta \)-sheet or
Fig. 1. Design of the complex neural network used for secondary structure prediction. Top branch depicts the scheme of a cascaded neural network for all proteins. The three bottom branches depict schemes of cascaded neural networks trained on \( \alpha \), \( \beta \) and mixed \( \alpha/\beta \) proteins.

coil state of the central residue of the 13 residue input window and is connected only to the hidden layer.
Information is propagated from the input layer to the hidden layer in the following way:

\[ O_k^H = \frac{1}{1 + \exp(-O_k^l)} \]  

(1)

with

\[ O_k^l = \sum_{j=1}^{N} W_{kj} I_j + b_k^l \]  

(2)

where:

\( w_{kj} \) are the values of the connection weights between the \( j \)-th input unit and the \( k \)-th hidden unit (\( j = 0, 2, ..., 20 \times 13 = 273 = N \), and \( k = 1, 2, ..., N_{\text{hidden}} \)).

\( I_j \) are the values of the input units, \( O_k^H \) are the resulting values of the hidden layer units, \( b_k^l \) are the values of the biases (see our previous work [20] for further details).

In a similar way, the information from the hidden layer is propagated to the output layer. The output unit with the largest value determines the structural assignment for the central amino acid of the input window.

\[ b) \text{ Training procedure for the simple neural network} \]

The training procedure starts from the random distribution of connecting weights (uniformly distributed in the range of \(-0.5; 0.5\)) and small positive values of the biases. The learning rates for both biases and weights were chosen to be \(0.07\) [14].

The input patterns from the sequences of the training set of proteins are sequentially presented to the network input. Modifications of the connection weights are made according to the delta learning rule [21] based on comparison of the expected secondary structure with that obtained by the network. Further details of the training procedure can be found in the literature [14, 21]. The large number of hidden units and small values of the learning rates assumed in the training procedure prevent weight oscillations. On the other hand, the number of units in the hidden layer cannot be too large, in order to prevent direct memorization of the data. To examine the above possibility, either 2 or 40 hidden units were used. After several hundred iterations over the entire training set (about 300 for 40 hidden units and 800 for 2 hidden units) the values of weights and biases approached a constant level.
Appendix A lists 66 proteins (11 049 residues) for which high resolution X-ray structures can be found in the Protein Brookhaven Data Bank [22, 23]. The first 56 proteins (R. Schneider, personal communication) (9 370 residues) were used as the training set, the remaining 10 (1 679 residues) as the small testing set. Appendix B presents another training set containing 137 nonhomologous proteins (28 502 residues) [22]. Twenty nine proteins from Appendix A (5 147 residues) nonhomologous to those from Appendix B were used as the second testing set. Secondary structure assignments for these proteins were generated using the Kabsch & Sander DSSPS program [3]. The various kinds of helices (α, π, 3.10) were grouped together as "helix". Proteins from Appendices A and B were classified as all α, all β and mixed α/β according to the following criterion: a protein was assumed to be in the class when the fraction of the amino acids with β-strand assignment according to the method of Kabsch & Sander [3] was less than 11.3%. All proteins contained less than 12.1% of the amino acids with various helical assignments. All other proteins were assumed to be mixed α/β.

For all proteins, the average number of contacts per residue type was generated from the X-ray positions of all heavy atoms; neighboring residues in the sequence were omitted. Two residues were considered to be in contact (often at multiple points) when the distance between any two heavy atoms belonging to these residues was smaller than 1.1 times the sum of their Van der Waals radii. For Cα and C atoms of the side groups, the Van der Waals radius was assumed to be 2 Å, in accordance with the size of the methyl group, the -CH₂- or the =CH- groups in hydrocarbons. Because of the limited accuracy of X-ray structures, this somewhat arbitrary choice seems to be acceptable. The mean number of long range contacts for each amino acid used for the training set (137 proteins) are compiled in Table 1.

d) Neural network with buried-unburied pattern

Based on the average number of contacts per residue obtained from the set of 137 proteins, the buried-unburied pattern for all these proteins was generated as follows: For each type of amino acid, the distribution of the
Table 1

Average distribution of contact points for each amino acid of the training set of 137 proteins listed in Appendix B

<table>
<thead>
<tr>
<th>CODE</th>
<th>N&lt;sub&gt;cont&lt;/sub&gt;</th>
<th>N&lt;sub&gt;am&lt;/sub&gt;</th>
<th>C&lt;sub&gt;av&lt;/sub&gt;</th>
<th>C&lt;sub&gt;pr&lt;/sub&gt;</th>
<th>%</th>
<th>B-U&lt;sub&gt;av&lt;/sub&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>ALA</td>
<td>8004</td>
<td>2447</td>
<td>3.3</td>
<td>3</td>
<td>63</td>
</tr>
<tr>
<td>2</td>
<td>ARG</td>
<td>6125</td>
<td>1125</td>
<td>5.4</td>
<td>3</td>
<td>42</td>
</tr>
<tr>
<td>3</td>
<td>ASN</td>
<td>4926</td>
<td>1280</td>
<td>3.8</td>
<td>2</td>
<td>43</td>
</tr>
<tr>
<td>4</td>
<td>ASP</td>
<td>6529</td>
<td>1663</td>
<td>3.9</td>
<td>2</td>
<td>43</td>
</tr>
<tr>
<td>5</td>
<td>CYS</td>
<td>3163</td>
<td>536</td>
<td>5.9</td>
<td>8</td>
<td>77</td>
</tr>
<tr>
<td>6</td>
<td>GLN</td>
<td>4588</td>
<td>1034</td>
<td>4.4</td>
<td>3</td>
<td>54</td>
</tr>
<tr>
<td>7</td>
<td>GLU</td>
<td>6552</td>
<td>1615</td>
<td>4.1</td>
<td>2</td>
<td>44</td>
</tr>
<tr>
<td>8</td>
<td>GLY</td>
<td>5879</td>
<td>2352</td>
<td>2.5</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>HIS</td>
<td>4086</td>
<td>635</td>
<td>6.4</td>
<td>6</td>
<td>60</td>
</tr>
<tr>
<td>10</td>
<td>ILE</td>
<td>8654</td>
<td>1500</td>
<td>5.8</td>
<td>4</td>
<td>59</td>
</tr>
<tr>
<td>11</td>
<td>LEU</td>
<td>12887</td>
<td>2365</td>
<td>5.4</td>
<td>5</td>
<td>61</td>
</tr>
<tr>
<td>12</td>
<td>LYS</td>
<td>7372</td>
<td>1730</td>
<td>4.3</td>
<td>2</td>
<td>42</td>
</tr>
<tr>
<td>13</td>
<td>MET</td>
<td>3235</td>
<td>537</td>
<td>6.0</td>
<td>6</td>
<td>64</td>
</tr>
<tr>
<td>14</td>
<td>PHE</td>
<td>10627</td>
<td>1152</td>
<td>9.2</td>
<td>9</td>
<td>59</td>
</tr>
<tr>
<td>15</td>
<td>PRO</td>
<td>4950</td>
<td>1391</td>
<td>3.6</td>
<td>3</td>
<td>49</td>
</tr>
<tr>
<td>16</td>
<td>SER</td>
<td>5990</td>
<td>1906</td>
<td>3.1</td>
<td>2</td>
<td>53</td>
</tr>
<tr>
<td>17</td>
<td>THR</td>
<td>6607</td>
<td>1800</td>
<td>3.7</td>
<td>2</td>
<td>46</td>
</tr>
<tr>
<td>18</td>
<td>TRP</td>
<td>5168</td>
<td>413</td>
<td>12.5</td>
<td>14</td>
<td>66</td>
</tr>
<tr>
<td>19</td>
<td>TYR</td>
<td>9526</td>
<td>1001</td>
<td>9.5</td>
<td>9</td>
<td>57</td>
</tr>
<tr>
<td>20</td>
<td>VAL</td>
<td>9547</td>
<td>2039</td>
<td>4.7</td>
<td>4</td>
<td>59</td>
</tr>
</tbody>
</table>

1. N<sub>cont</sub> indicates total number of contact points for all residues of this type,
2. N<sub>am</sub> – total number of residues of this type,
3. C<sub>av</sub> – average number of contact points for a given type of residue,
4. C<sub>pr</sub> – the most probable number of contact points,
5. % – percentage of cases in which the given type of residue was considered to be in the buried state,

A number of contact points was obtained and histograms showing this distribution were plotted. For most of the amino acids, these plots show single well defined maxima. An example of such a histogram for glutamine is presented in Fig. 2. For a given residue, when the number of contact points
Fig. 2. Distribution of contact points for glutamine

exceeds a specified threshold, that residue is considered to be buried. It should be noted that this pattern is correlated with the surface exposure parameters described in the literature at the level of 67% (the Matthews' coefficient equals to 0.44) [24]. It is also possible to predict this pattern from the sequence of the amino acids [19] at the level of 72% (the Matthews' coefficient is 0.52). For testing the prediction accuracy, we used either a pattern obtained from the real contacts map or that predicted for the sequence by the neural network method.

There are many ways of supplying additional information to the network [14, 20]. In order to represent the buried-unburied pattern, instead of setting the units as equal to 1 in the 13 cluster amino acid window, we set each unit as equal to 1 when the residue was unburied and as 2 when it was buried (Fig. 3). In this way, in addition to the sequence itself, the local buried-unburied pattern was propagated through the network. A schematic representation is shown in Fig. 3.
Fig. 3. Method of presenting the buried-unburied pattern to the network. 1) Polypeptide chain of plastocyanin (Priestle, J. P., personal communication) with the 13-residue window circled. 2) Buried-unburied pattern for these 13 residues. Some of the residues are buried (b), some are unburied (u). 3) Coding this pattern by numbers 2 and 1, respectively, in the input layer.

\[ \text{e) Neural network with burial status statistically defined} \]

The 20 types of amino acids were classified as buried or unburied "on average" based on the percentage of cases in which they were buried. Table
lists the number of average contact points, the number of the most probable contact points for every type of amino acid and the percentage of cases in which these residues are buried. Those which are buried in more than 55% of the cases were considered as "buried on average" (i.e., the particular type of residue has a greater or lesser tendency to contact other residues). This division shows that residues "buried on average" are almost always hydrophobic in most hydrophobicity scales [25] (see Table 1, where B indicates residues "buried on average" and U residues that are "unburied on average").

Additional information about residues that are buried on average was presented to the network in a manner described above in Section d. However, here all types of residues which were buried on average have the unit set as 2 in the code position of each cluster, irrespective of the actual number of contact points, and residues which are unburied on average have the unit set as 1 in their code position.

f) Neural network with residue specific tertiary information

The tertiary information about long range contacts between side groups (and hydrogen bonds) can be employed to design the neural network described above [20]. An additional cluster containing 20 units is added to the input layer. In contrast to the other units which encode the amino acid sequence and consequently have exclusively the values of 0 or 1, these additional units contain the exact number of contacts for the central residue with each of the other types of residues deduced from the protein's contact map. In this way, this additional cluster encodes information about the number and the type of contacts for the central residue in the input window.

RESULTS AND DISCUSSION

In this section, the results of supplying various kinds of additional information to the network are presented. Modifications of the network design which lead to the successive improvements of the prediction accuracy are also discussed. The standard measures of neural network performance were applied. The overall success ratio is given as:
\[ Q_3 = \frac{1}{N} (p_\alpha + p_\beta = p_{\text{coil}}) \] (3)

where \( p_\alpha, p_\beta \) and \( p_{\text{coil}} \) are the number of helix, \( \beta \)-sheet and coil assignment, predicted correctly for the total number of residues \( N \). Matthews' coefficients [26] \( C_\alpha, C_\beta \) and \( C_{\text{coil}} \) provide a more adequate measure of performance of the algorithm, where

\[
C_\alpha = \frac{(p_\alpha n_\alpha - u_\alpha o_\alpha)}{\sqrt{(n_\alpha + o_\alpha)(n_\alpha + u_\alpha)(p_\alpha + u_\alpha)(p_\alpha + o_\alpha)}}
\] (4)

where \( p_\alpha, n_\alpha, u_\beta \) and \( o_\alpha \) are the numbers of \( j = \alpha, \beta \) or coil assignment properly predicted, properly rejected as non \( j \) type, underpredicted (not predicted) and overpredicted (predicted in non \( j \) type positions), respectively. These measures allow comparison between various methods used in this work and with other works. However, since different databases have been employed, the comparison is only qualitative.

\( a) \) Cascaded neural networks and filtration of the data

It was shown by Qian & Sejnowski [14] that a cascaded neural network improves the performance of neural network models. The simple neural network often produces an artificial sequence of structural assignments, for example, a separated helical or \( \beta \)-strand assignment. These artifacts can be partially removed through the use of a second neural network with the values of output units from the first network used as the input data to the second network [14]. Thus, the input layer of the second network consists of a window of 13 clusters, each containing 3 units with values corresponding to the output values from the first network (helix, \( \beta \)-sheet, coil). This network is separately trained on the same training set of proteins. Briefly speaking, the second network uses the secondary structure predicted by the first network as the input and gives improved secondary structure assignments as the output. The testing procedure uses a cascade of both networks.

The above procedure, while considerably improving the network's performance, still leaves some artificial sequences of structural assignments. Therefore, we introduced a filter which replaces some sequences of structural assignments by other, presumably more physical, ones. The complete procedure is schematically depicted in Table 2. Figure 4 shows an
Table 2

Filtration of the predicted secondary structure assignments

<table>
<thead>
<tr>
<th>Predicted assignment</th>
<th>Accepted assignment</th>
</tr>
</thead>
<tbody>
<tr>
<td>HH+H</td>
<td>HHHHH</td>
</tr>
<tr>
<td>H+HH</td>
<td>HHHHH</td>
</tr>
<tr>
<td>-E-</td>
<td>-N-</td>
</tr>
<tr>
<td>+H+</td>
<td>+N+</td>
</tr>
<tr>
<td>+HH+</td>
<td>+??+</td>
</tr>
<tr>
<td>-EE-</td>
<td>-??-</td>
</tr>
</tbody>
</table>

Residues at the beginning and at the end of the chain are always coil

+, means an assignment other than helical
-, means an assignment other than β-sheet
?, means assignment generated in random fashion (53% chance for coil, 28% chance for H (helix), 19% chance for E (β-sheet))
N, means coil assignment

example of the effect of application of the second cascaded network, and the filtration of predicted secondary structure assignments.

b) Complex neural network and prediction of protein classes

The accuracy of prediction of secondary structures of globular proteins significantly increases when the prediction is performed within a given class of protein (α, β or mixed α/β). Therefore, it seems appropriate to design a neural network to make the classification assignment. The entire complex network is constructed according to the idea given in Figure 1.

The first two networks which work as a cascade described in Section a are used only for the assignment of the protein into a structural class. These networks are trained on the whole training set of 137 proteins. If a given protein is predicted to contain less than 15% β-sheet and more than 40% helix, it is considered to be an all α-protein. When the prediction gives less than 15% helix and more than 25% β-sheet, the protein is considered as all β. The remaining proteins are considered to be α/β. The applicability of this method for the prediction of structural classes for the large testing set was also examined, giving a 79% accuracy. It should be noted that in the
Fig. 4. Prediction of secondary structure of flavodoxin 1fdx (138 residues) by the neural network. The percentages of correct predictions are shown below in brackets. i) Amino acid sequence in one-letter code; ii) real structure; iii) structure predicted by standard neural network (55%); iv) structure predicted by cascaded neural network (62%); v) structure predicted by cascaded neural network with filtration (63%). H, indicates helical assignment of a given amino acid, E, -β-sheet assignment and "_", - coil assignment.
remaining 21% of the cases, one α and four β class proteins were classified as mixed α/β and there was no case in which the network classified a β protein as all α or vice versa. This means that, in the worst case, the prediction accuracy of a complex network will be on the same level as for the simple neural network.

The second part of the complex neural network is very similar; however, each branch of the cascade is trained on the subsets of the training set (α, β, mixed classes of proteins). The results for these cases are compared in Table 3. It can be seen that the use of the complex network improves the prediction accuracy by 3% on average, giving better predictions especially for helices as compared to the cascaded network for all proteins.

c) Effect of the number of hidden units

For all the tested cases the effect of using either 2 or 40 hidden units was examined. Better results were obtained for 2 hidden units. This can be rationalized by the argument that using 2 hidden units (less elements) one obtains a more general local sequence – secondary structure dependence. The poorer results of the network with 40 hidden units indicate that the network tends to memorize some sequential patterns present in the training set.

d) Effect of additional information

The division of proteins into structural classes improves the prediction accuracy by 2 - 4% for the case of 2 hidden units. For 40 hidden units, this effect is much smaller. The use of the real or predicted buried-unburied pattern improves the prediction accuracy of a complex network by 1% on average. Both the real buried-unburied pattern and the division of the proteins into structural classes gives a 4 - 5% increase in prediction accuracy compared to the network with only sequence information [14, 16]. The best result, 68.3%, was obtained from the complex network with two hidden units and the predicted buried-unburied pattern. This is by 4.5% better than the value of 63.8% obtained from the complex network using no additional information and by 8% better than with the cascaded network for all proteins proposed by Qian & Sejnowski [14] for these particular training and testing
sets. In general, these effects allow for better prediction of helices. Using 40 hidden units, the success ratio for the complex network with additional information was no better than for the simple complex network. This can be rationalized by the conjunction that information about the buried-unburied pattern is partially coded by the sequence and does not provide any important additional information to the network.

\textit{e) Complex neural network with residue specific tertiary interactions}

Suppose that for a protein from the testing set some information about the number and type of contact points for the central residue is given. The network is of a design similar to that shown in Fig. 1, however, an additional (20 units) input cluster as described in Materials and Methods Section \textit{d} is used. As shown in Table 3, this network gives the best prediction of 72.6\%. The values of the Matthews' coefficients (greater than 0.5) indicate very high correlation to real structures. We also examined the prediction accuracy of a network with information about specific residue type contact maps for all 13 residues in the amino acid window (20*13 additional units), with about the same average success ratio. This indicates that either the accuracy of the neural network method is limited to 72\% for secondary structure prediction or there is some other, more important physical information for secondary structure formation that is not encoded in the model.

Finally, let us note that the prediction accuracy for secondary structure of homologous proteins by the above described neural network method approached 90 - 100\%, when the network was trained on the set of homologous proteins, or, at least, on sets containing a substantial fraction of homologous sequences.

This work demonstrates that neural network can be successfully used to divide proteins into structural classes, and that a complex neural network which gives a prediction accuracy for secondary structure at the level of 68\% can be developed. The overall effect of all modifications used in this work is at the level of a 4\% improvement. Surprisingly, no kind of local buried/unburied pattern information did improve noticeably the success of secondary structure prediction. Another finding is that inclusion of residue specific tertiary information leads to a greater improvement in the accuracy of secondary structure prediction. This makes sense, from the physical point of view, since it is rather unlikely that local sequence of the amino
Table 3
Comparison of the performance of various neural networks
For details see text

<table>
<thead>
<tr>
<th>Type of the Input Information</th>
<th>Type of Cascaded Network</th>
<th>Prediction</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>2 Hidden Units</td>
<td>40 Hidden Units</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$Q_e$</td>
<td>$C_{a}$</td>
</tr>
<tr>
<td>1-Sequences + &quot;Buried on Average&quot; Pattern</td>
<td>ALL</td>
<td>60.9</td>
<td>0.43</td>
</tr>
<tr>
<td></td>
<td>$\alpha$</td>
<td>76.4</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>$\beta$</td>
<td>73.4</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>MIXED</td>
<td>62.2</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>COMPLEX</td>
<td>68.0</td>
<td>0.57</td>
</tr>
<tr>
<td>2-Sequence Only</td>
<td>ALL</td>
<td>59.0</td>
<td>0.44</td>
</tr>
<tr>
<td></td>
<td>$\alpha$</td>
<td>72.6</td>
<td>0.42</td>
</tr>
<tr>
<td></td>
<td>$\beta$</td>
<td>74.0</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>MIXED</td>
<td>62.3</td>
<td>0.43</td>
</tr>
<tr>
<td></td>
<td>COMPLEX</td>
<td>64.4</td>
<td>0.53</td>
</tr>
<tr>
<td>3-Sequence and Real &quot;B-U&quot; Pattern</td>
<td>ALL</td>
<td>63.5</td>
<td>0.46</td>
</tr>
<tr>
<td></td>
<td>$\alpha$</td>
<td>73.4</td>
<td>0.38</td>
</tr>
<tr>
<td></td>
<td>$\beta$</td>
<td>73.4</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>MIXED</td>
<td>60.1</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>COMPLEX</td>
<td>68.3</td>
<td>0.57</td>
</tr>
<tr>
<td>4-Sequence and B-U Pattern Predicted by a Network</td>
<td>ALL</td>
<td>61.0</td>
<td>0.46</td>
</tr>
<tr>
<td></td>
<td>$\alpha$</td>
<td>77.0</td>
<td>0.48</td>
</tr>
<tr>
<td></td>
<td>$\beta$</td>
<td>74.0</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>MIXED</td>
<td>62.2</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>COMPLEX</td>
<td>68.3</td>
<td>0.60</td>
</tr>
<tr>
<td>5-Sequence and Real Residues Specific Contact Map</td>
<td>$\alpha$</td>
<td>81.6</td>
<td>0.6</td>
</tr>
<tr>
<td></td>
<td>$\beta$</td>
<td>70.5</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>MIXED</td>
<td>61.5</td>
<td>0.39</td>
</tr>
<tr>
<td></td>
<td>COMPLEX</td>
<td>68.7</td>
<td>0.56</td>
</tr>
</tbody>
</table>

1 Results for the network with input information about residues "buried on average".
2 Cascaded network trained and tested on all types of proteins with filtration.
3 Cascaded network trained and tested on $\alpha$ proteins with filtration.
4 Cascaded network trained and tested on $\beta$ proteins with filtration.
5 Cascaded network trained and tested on mixed $\alpha/\beta$ proteins with filtration.
6 Complex neural network with internal division of proteins into classes.
7 Results for the network with only sequence information but with protein classes assigned from the known structures.
acids alone determines the secondary structure of the native conformation. While there are some (sometimes rather well defined) intrinsic tendencies to form secondary motifs, the actual secondary structure is also dictated by packing and long range interactions within the globular state \([1, 2, 4, 27]\). However, the fact that information about residue specific contacts doesn’t on average give an accuracy for secondary structure prediction greater than 72% may indicate that this is the upper precision limit of this method. Thus, alternative schemes may be required to improve the level accuracy of secondary structure prediction. One such scheme that uses a supersecondary structure predictor is currently under development.

We wish to thank Drs. Adam Godzik and Mariusz Milik for stimulating discussions.

Appendix A

List of proteins used as the smaller training set and testing set. The last 10 proteins were used as the small testing set. Proteins marked with \(^a\) were used as the large testing set:
1ALC\(^a\) 1BP2\(^a\) 1CCR\(^a\) 1ECQ\(^a\) 1FD2\(^a\) 1HMQ\(^a\) 1LOI\(^a\) 1MBD\(^a\)
1R69\(^a\) 1UTG\(^a\) 2CDV\(^a\) 2CPP\(^a\) 2CYP\(^a\) 2LH2\(^a\) 2LHB\(^a\) 2WRP\(^a\)
3C2C\(^a\) 5TNC\(^a\) 1HNE\(^a\) 1NXB\(^a\) 2CNA\(^a\) 2FB4\(^a\) 2PKA\(^a\)
2SOD\(^a\) 3RP2\(^a\) 51IB\(^a\) 2GCR\(^a\) 2SGA\(^a\) 2RHE\(^a\) 1CSE\(^a\) 1CTF\(^a\)
1FDX\(^a\) 1FX1\(^a\) 1GDI\(^a\) 1RDG\(^a\) 1UBQ\(^a\) 2ACT\(^a\) 3APP\(^a\) 2AZA\(^a\)
3B5C\(^a\) 2CA2\(^a\) 2C12\(^a\) 2OVO\(^a\) 2PRK\(^a\) 3EST\(^a\) 3RNT\(^a\) 3TLN\(^a\)
5CPA\(^a\) 5RXN\(^a\) 6LDH\(^a\) 7RSA\(^a\) 8DFR\(^a\) 9PAP\(^a\) 9WGA\(^a\) 1PAZ\(^a\)
3APR\(^a\) 3GRS\(^a\) 4FXN\(^a\) 1SNS\(^a\) 1PCY\(^a\) 1SGT\(^a\) 1H0E\(^a\)
4HBB\(^a\) 2CCY 1MBA 1LZI

References to Appendix A


Legend to Table 3 cont.

8 Results for the network with real local buried-unburied pattern.
9 Results for the network with the buried-unburied pattern predicted by the network.
10 Results for the network with information about type and number of contact points for the central residue.
*Percentage of correct prediction.
**Matthews' coefficients.
42. C.A. McPhalen, M.N.G. James (1987), Biochemistry, 26, 261.
Appendix B

List of 137 proteins used as the second (large) training set and testing set

1Prc 1 1abp 1cc5 1coh 1crn 1csc6 1cy3 1eca 1fc2
3fxb 10 1gcn 1hip 1hmz 1l12 1lh1 1p1c 1pr1 1pp1
1pyg 20 1rdh 1rms 1wrg 2aa 2ac25 2bp2 2cpp 2cpp
2ins 29 2mlt 2ori 2tmv 3gap 3gap 3pgk 3pgm 4ins
4ts1 38 5cpv 5ldh 5mb41 5nc 5xia 9wga 1F19 1axc
1bds 47 1bmv 1cbh 1cd4 1f19 1fc1 1gcr 1p095
1rmu 56 1nf 2gn58 2h1A 2i1b 2ka 2ln 2ln 2mEv
2meV 65 2meV 66 2mrt 67 2pab 68 2oka 69 2r06 70 2rsp 71 2sod 72 2st73
2tbb 74 3hm 75 4cpa 4er47 4sgb 5ebx 5hr 8a 1cho 82
1cla 83 1csm 1ct85 1etu 1fcb 1fx 11gpl 1i18 1pa 91
1pik 92 1phn 1p1c 1r08 1rb 1rmt 1sn3 1tec 1tg 100
1ubd 101 1wsY 1wys 2act 2at 2aza 2dhf 2df2 108
1gbp 109 2gd1 2gis 2pla 2li 2sbt 2ss 2tga 2pi117
2ypi 118 3adk 3b5c 3bcl 3blm 3ca 3df 3fxc 125
3hmG 126 3c1d 4dfr 4mdh 4sbb 4mtn 5cpa 5rxn 133
6acn 134 7cat 8adh 8api 137
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17. see ref.1.
19. see ref 1.
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