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ABSTRACT: A complex of the phosphorylated kinase-
inducible domain (pKID) with its interacting domain (KIX)
is a model system for studies of mechanisms by which
intrinsically unfolded proteins perform their functions. These
mechanisms are not fully understood. Using an efficient
coarse-grained model, ab initio simulations were performed of
the coupled folding and binding of the pKID to the KIX. The
simulations start from an unbound, randomly positioned and disordered pKID structure. During the simulations the pKID chain
and its position remain completely unrestricted, while the KIX backbone is limited to near-native fluctuations. Ab initio
simulations of such large-scale conformational transitions, unaffected by any knowledge about the bound pKID structure, remain
inaccessible to classical simulations. Our simulations recover an ensemble of transient encounter complexes in good agreement
with experimental results. We find that a key folding and binding step is linked to the formation of weak native interactions
between a preformed nativelike fragment of a pKID helix and KIX surface. Once that nucleus forms, the pKID chain may
condense from a largely disordered encounter ensemble to a natively bound and ordered conformation. The observed
mechanism is reminiscent of a nucleation−condensation model, a common scenario for folding of globular proteins.

■ INTRODUCTION

Proteins are dynamic molecules and may sample a huge
ensemble of sometimes vastly different conformations, while
participating in molecular recognition events. Over the past 50
years, the understanding of molecular recognition processes has
been dominated by the “induced fit” hypothesis.1 According to
this hypothesis it is the binding interaction that drives a protein
from an unbounded to a bounded conformation. In contrast, a
number of recent experimental studies suggest a “conforma-
tional selection” mechanism postulating that all protein
conformations preexist in the ensemble sampled by the free
protein in the absence of the binding partner.2 Noteworthy,
binding mechanisms can be very complex, and the distinction
between “conformational selection” and “induced fit” may be
blurred.3 For instance, the mechanistic path may depend on
many factors (e.g., the mechanism of ligand binding changes
with varied ligand and protein concentrations3) and thus can be
accessed using detailed knowledge of the kinetics and
thermodynamics of the reaction mechanism.
Many regulatory proteins are conformationally disordered

under physiological conditions and form ordered structures
only upon target binding.4−6 Intrinsically disordered proteins
(IDPs) remain difficult to study, both by experiment7 and by
simulation,8 due to their high heterogeneity. The recent review
of known disorder-based complexes suggests that the general
model for the interaction of IDPs with their partners should be
considered as a two-stage process,9 with the first stage leading
to the formation of disordered complexes and a slower second
stage resulting in the formation of ordered associations. Based
on theoretical analysis, it has been proposed that folding and

binding processes may be enhanced by the “fly casting”
mechanism.10 In this scenario, the disordered protein binds
weakly at a relatively large distance to its target and folds while
approaching the binding site. It has been hypothesized that a
disordered protein can have a greater capture radius for a native
binding site; therefore the binding rate can be significantly
enhanced in comparison with the fully folded protein.10

Molecular simulations of IDPs are challenging or impossible
to perform using contemporary simulation techniques,
especially if they are carried out in an ab initio fashion (no
experimental information about the simulated system is used).
The challenge can be characterized as efficient treatment of
substantial conformational changes combined with a sufficiently
accurate model to capture the relevant properties of the
system.8 This problem becomes even more complex when IDP
binding simulation is sought. As highlighted in the recent
reviews of the results of the critical assessment of predicted
interactions (CAPRI),11,12 a community-wide experiment
aimed to assess the state of the art in protein−protein docking,
the major unsolved problem in the field is the docking of
proteins with a substantial backbone conformation change.
These challenges can be addressed using efficient sampling
strategies combined with coarse-grained models.13

Most (or perhaps all) of the published simulations of coupled
folding and binding of pKID-KIX used simulation models in
which pKID was biased toward the nativelike state. This bias is
usually introduced either by the use of natively biased force
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field14−19 or by starting simulations from (and sampling limited
to) the native complex arrangement.20,21 In this work, we go a
step further by using a coarse-grained simulation model in an
ab initio (unbiased) fashion (i.e., with full flexibility of pKID
allowed and no experimental info on the pKID position and
conformation used). In our simulations, we observe pKID
binding to native and to nonnative sites on the KIX surface,
which agrees with experimental findings.22 To describe the
mechanism of native binding, we analyze in detail trajectories
which ended up in a near-native arrangement. Our analysis
focuses on the transient encounter complexes involving barely
bound and highly disordered ensembles and a multitude of
nonnative interactions on the path to native binding. The
proposed simulation and analysis scheme can be applied to
other systems with available experimental clues on residues
involved in the binding interface.

■ MATERIALS AND METHODS

Simulation Model. CABS is a coarse-grained protein
model, extensively tested in protein structure prediction23−25

and simulations of protein dynamics: folding mechanisms26−30

and near-native fluctuations.31,32 CABS has also been used for
flexible protein−protein docking33,34 and, in conjunction with
other computational tools and experimental data, for the
assembly of the first realistic model of the human telomerase
enzyme.35 The flexible docking tests included a study of the
binding mechanism of the peptide TRAP220 coactivator to the
Retinoid X Receptor34 in which the modeled system was
treated in a manner similar to that of pKID-KIX in the present
work. Namely, during the docking simulation, the peptide
coactivator chain (11 amino acids in length) was treated as fully
flexible and allowed for unbiased detection for the binding site,
while the receptor structure (238 amino acids in length) was
restricted to near-native fluctuations (see movie S1 in the
Supporting Information showing example simulation trajec-
tory). The resulting mechanism agreed well with the
experimental data.
As CABS has been described in great detail before,36 here we

only outline its main features. CABS uses reduced representa-
tion of protein chains limited to up to four atoms per residue
(see Figure 1): Cα carbon, Cβ carbon (except for glycine), a
united pseudoatom representing the amino acid side chain
(except for glycine and alanine), and a pseudoatom
representing the center of a peptide bond. In addition, CABS
employs discrete space representation, by limiting Cα atom

positions only to a cubic lattice. The distance between lattice
beads is arbitrarily set to 0.61 Å, which is small enough to
prevent any lattice-associated inaccuracies but large enough to
allow for a significant boost in calculations at the same time.
Importantly, the resolution of CABS-generated models enables
reconstruction to realistic all-atom models.29,37 The CABS
force field is purely statistical, derived from a representative set
of known protein structures. Both electrostatic and hydro-
phobic interactions between the side chains are indirectly
included in the mean force statistical potential, and the solvent
effects are accounted for in an implicit manner. This potential
depends on the types, distance, and orientation of the two
interacting residues (it was derived via the Boltzmann inversion
method from regularities and preferences observed in known
protein structures). Our earlier studies demonstrated that
statistical potentials are not only useful in protein structure
predictions but are also capable of reproducing the folding
pathways.26−29 Conformational sampling proceeds by small,
local transitions controlled by the very efficient replica
exchange Monte Carlo algorithm. The long series of such
moves may faithfully reproduce the realistic protein dynamics
of large-time-scale processes.26−29 Energy minimization is
handled by simulated temperature annealing. Both energy
and temperature parameters in the CABS model are
dimensionless and thus cannot be precisely converted to
known units. Energy serves as a structure-dependent scoring
function, while temperature is simply a parameter that controls
molecules’ mobility. The degree of protein flexibility can be
adjusted in CABS from almost completely rigid to fully
unrestrained, both locally and globally. In particular, it allows
docking a fully flexible protein/peptide ligand to the receptor
fluctuating around near-native conformations. All of these
enhancements are aimed at modeling bigger systems in longer
time-scales without compromising accuracy.

Simulations Setup. In our simulations, we employed an
efficient replica exchange version of the CABS Monte Carlo
sampling scheme with simulated temperature annealing. In a
single simulation, we used 20 replicas uniformly distributed on
the temperature scale, with all replicas starting from random
conformations. To ensure exhaustive sampling of the conforma-
tional space, we ran 75 independent simulations. In these
simulations, different temperature ranges were applied in search
of optimal conditions at which folding and binding occurs. For
a single simulation, an initial setup was constructed in the
following manner:
(i) The KIX structure was taken from model 1 from the

1KDX Protein Data Bank (pdb) entry.
(ii) The pKID structure was randomly generated and

randomly placed on the surface of a 50 Å radius sphere
centered at the KIX center of gravity. No restraints were
imposed on the pKID molecule, leaving it fully flexible. Weak
distance restraints were imposed on the KIX structure, thus
keeping it in near-native conformation, but also allowing some
degree of flexibility (note that CABS dynamics was reported to
be a good predictor of near-native flexibility31,32). Therefore, no
information about the pKID molecule’s native conformation or
its binding location was used.
(iii) For simplicity, CABS was designed to handle protein

molecules with the 20 standard amino acids only. To simulate
the effect of phosphorylated Ser133 in the pKID molecule, we
substituted serine in position 133 with glutamic acid, which is a
common approach for mimicking serine phosphorylation.

Figure 1. Overview of the simulation model (CABS): (a) coarse-
grained representation; (b) example move.

Journal of Chemical Theory and Computation Article

dx.doi.org/10.1021/ct500287c | J. Chem. Theory Comput. XXXX, XXX, XXX−XXXB



A single simulation of 20 replicas took around 15 hours on a
single CPU. From the resulting data, we calculated the average
energy as a function of temperature. Numerical differentiation
of the energy produced a plot of heat capacity as a function of
temperature (see Figure S1 in the Supporting Information)
from which the temperature of the phase transition was found.
Obviously, the heat capacity calculated in such a way is a crude
approximation, but it serves well in our case for finding an
optimal temperature range for simulations.
Simulation Preanalysis and Selection. The structural

analysis of the resulting trajectories showed that pKID binds to
multiple sites of the KIX surface, which is in accordance with
competition and mutagenesis approaches combined with NMR
titrations and 15N relaxation dispersion experiments.22 Accord-
ing to these experimental data, pKID binds natively and
nonnatively to additional hydrophobic sites on the KIX surface,
including the site for the other KIX-interaction domain (located
at the KIX surface opposite to the pKID site).
Furthermore, we analyzed energetic properties of all of the

resulting complexes using CABS energy values for: the pKID-
KIX complex, or pKID alone, or pKID-KIX interaction. We
found that with use of CABS energy values it is not possible to
discriminate pKID-KIX complexes, which are closest to the
native. More specifically, some of the nonnative complexes
being distant from the native binding site (with complex root
mean square deviation (RMSD) around 10 or 15 Å to the
native) were scored on the same level as those closest to the
native. According to experimental data,22 the native interaction
is of high affinity relative to other nonnative sites being of low
affinity. Interestingly, the effect of high-affinity binding comes
from the fine details of pKID-KIX interactions. Namely, it is
due to intermolecular interactions of the phosphate moiety
attached to Ser133, since nonphosphorylated KID binds
natively to KIX, but with low affinity.38 Therefore, the native
pKID-KIX structure seems to correspond to the local energy
minimum which is flattened in the CABS energy landscape
(also note that phosphorylated Ser133 is mimicked in our
simulations by glutamic acid).
Since our goal was to get an insight into the mechanism of

native pKID-KIX binding, for further analysis we attempted to
select the simulations, which ended up in a near-native pKID-
KIX arrangement. The selection was based on ranking using the
highest fraction of near-native complex structures (i.e., RMSD
below 5 Å vs model 1 from the 1KDX pdb entry) among 10%
of the terminal trajectory frames. Based on these criteria, 10
trajectories were chosen, each one of 1000 snapshots and
having at least 50 near-native structures in the final 100 (all of
the snapshots of the selected trajectories are characterized in
Figure 2). In the simulations selected, the nativelike and
nonnativelike complexes can be roughly distinguished using
CABS energy values (see Figure 2). Noteworthy, with use of
replica exchange sampling, it is not possible to identify the
correct folding and binding mechanisms from a replica
trajectory. This is because a single replica performs a random
walk in temperature space. However, if temperature changes are
small over the observed folding and binding events, as in our
simulations, the replica trajectories can be considered as correct
approximations of the system dynamics.
Finally, the analysis of the folding and binding mechanism

presented in this report is largely qualitative. A more detailed
qualitative analysis of the energy landscape would be feasible
after combining CG protein models with all-atom molecular

dynamics (MD) into a multiscale protocol (such as in ref 30),
or using physics-based CG simulation models.13

RMSD Calculations. In this work, we used RMSD
calculated on Cα atoms of the entire pKID-KIX complex as a
measure of structural similarity between simulated pKID-KIX
complexes and the native complex. Since the KIX molecule was
restricted only to small, near-native fluctuations, the KIX
structure variations did not affect the RMSD values.

■ RESULTS

pKID-KIX Complex: A Model System for IDP Binding
Studies. To investigate the mechanism of coupled IDP folding
and binding, we used a protein docking methodology utilizing
the CABS protein dynamics model26 (see Materials and
Methods). We used this approach to simulate the binding of
the phosphorylated kinase-inducible domain of the tran-
scription factor CREB to the KIX domain of the CREB
binding protein.
The pKID domain is a 28 residue peptide which folds upon

binding to the KIX domain.22,39,40 NMR spectra of pKID in an
unbounded form have the characteristics of a disordered
peptide with a slight propensity toward helix formation in the
KIX binding region.39 In the pKID-KIX complex (pdb code:
1KDX), pKID is folded into two helices designated as αA and
αB (residue numbers 120−129 and 133−145, respectively).39

These two helices are arranged in the complex structure at an
angle of about 90° and are essentially wrapped around the C-
terminal α helix (α3) of KIX. KIX is composed of three α
helices (from the N- to C-terminus: α1, α2, and α3). KIX α1
and α3 helices form together a hydrophobic binding patch for
the pKID αB helix, while the second pKID α helix (αA)
interacts with a different side of the KIX α3 helix.
The mechanism of pKID and KIX binding has been a subject

of numerous simulation studies. As highlighted in the
Introduction, the major obstacle to simulating the IDP binding
process is efficient treatment of large-time-scale dynamics, while
preserving sufficient model accuracy. The gold standard of
accuracy for protein simulations is all-atom explicit solvent MD,
recently used for the characterization of pKID-KIX.20 Due to
time-scale limitations, the MD simulations of pKID-KIX
binding were carried out as high-temperature unfolding: thus,
an assumption was necessary that the mechanisms of high-
temperature unfolding and room-temperature folding are
similar. The problem of sampling efficiency may be overcome
by the application of Go-modeling as demonstrated in pKID-
KIX studies.14−18 The Go-like models provided valuable
insights into characteristics of IDPs, e.g., into advantages of
IDPs in molecular recognition through the fly casting
mechanism.10 The major assumption under the Go model is
that interactions found in the native state also prevail in the
studied mechanisms. However, the effect of nonnative
interactions on protein folding has been demonstrated in
many experiments and is expected to be even more pronounced
for IDPs than for globular proteins. This has been
demonstrated by studies using a simple Go-like model with a
nonnative hydrophobic interaction component,16,17 which
suggested that nonnative interactions might accelerate the
binding rate.

Encounter Complexes in pKID and KIX Binding. To
enable thorough understanding of the mechanisms of native
binding, we jointly analyzed 10 representative simulation
trajectories, which ended up in near-native association (for
details, see Materials and Methods). These simulations are
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characterized in Figure 2. As presented in the figure, the
trajectories show multiple minima (representing near-native

associations or a nonnative complex on the opposite surface of
the pKID binding site) and a multitude of medium- and high-
energy transient states. These kinds of transient states are
characteristic for diffusional encounter complexes,41 an
ensemble of molecular arrangements at the end point of
diffusional association which involve short-range interactions
and nondiffusional motion in search of favorable orientations
and contacts.
In Figure 3a, we further analyze the simulation trajectories

using the distribution of RMSD values. The histogram analysis
shown allowed us to define the following ensembles of
complexes (reflected in three significant clusters of peaks):
(i) encounter complexes 1 (En1) [representing nonnative or

partially native complexes, assembled in the neighborhood of
the native site (with RMSD values in the range of 6.5−11.5 Å,
constituting 37% of the trajectories)]; (ii) encounter complexes
2 (En2) [representing native or partially native complexes,
assembled at least partially in the native site (with RMSD values
lower than 6.5 Å, constituting 44% of the trajectories)]; (iii)
unbounded/nonnative complexes [representing unbounded or
partially native complexes, assembled unlike the pKID native
orientation (with RMSD values larger than 11.5 Å, constituting
19% of the trajectories)].
In subsequent text, we will focus on the analysis of encounter

complexes En1 and En2, the two dominating ensembles, which
comprise transition paths between the very first stage of
binding and near-native pKID and KIX arrangements.

Characteristics of Encounter Complex 1. In Figure 3, we
present a detailed insight into the complexity of En1 and En2
ensembles, on the level of residue−residue contacts. The figure
confronts En1 and En2 contact maps calculated for pKID and
KIX interactions (b) and intra-pKID interactions (c). In En1,
the average contact frequency between any pKID and KIX
residue is at a very low level (Figure 3b, bottom map). This is
indicated by a few contacts marked in red/orange (contact
frequency around 0.1) and many contacts colored in yellow
(contact frequency around 0.05). As shown in the map, En1 is
clearly dominated by a multitude of nonnative contacts.
Interestingly, these contacts are mostly formed by hydrophobic
KIX residues, which are involved in native binding (see vertical
yellow lines in the map, in KIX 598−608 and 647−662 regions,
and native contact positions marked by green circles). Except
for nonnative binding, a tendency to form some of the native
contacts can already be observed. In particular, two native
contacts of Leu138 with Ala654, and with Tyr650, seem to
form an anchoring spot for further binding, as these belong to
the most frequent contacts in the En1 set (Leu138-Ala654
being the most frequent; the list of the most frequent contacts
in En1 is presented in Table S1 in the Supporting Information).
In addition to interacting with KIX, Leu138 is engaged in the
formation of the most persistent fragment of pKID secondary
structure in the En1 ensemble: the αB helix fragment between
136 and 141 residue. This is indicated by the most frequent
intrachain contacts of pKID (Lys136-Asn139 and Leu138-

Figure 2. Characteristics of the simulation trajectories. Each point in
the plots represents pKID-KIX energy value (vertical axis), RMSD
value (to the native pKID-KIX complex; horizontal axis), colored
according to the number of native contacts between pKID and KIX.
Additionally, example low-energy KIX-pKID models are shown (pKID
chain is shown in red, together with its native conformation in green).

Figure 3. Characteristics of dominant structural ensembles by residue−residue contact maps. (a) Distribution of RMSD values of the pKID-KIX
complex (to the native pKID-KIX complex). The distribution suggests the presence of three ensembles marked as Encounter 1 (En1, bars colored in
black), Encounter 2 (En2, red) and unbounded/non-native complexes (gray). (b) Residue contact maps for pKID and KIX interactions. (c) Residue
contact maps for intra-pKID interactions. The contact maps in b and c show contact frequencies for En2 (upper row) and En1 (lower row)
complexes. Contact frequencies are denoted by colors (see color legends). Residue numbers and secondary structures are marked on map borders.
Native contacts are outlined in green circles. In the c maps, short-range contacts (up to i, i + 2) are omitted for clarity. Contact maps were derived
from distances between the gravity centers of the side chains using a 5 Å cutoff.
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Leu141) present in about 40% of En1 snapshots (see Figure 3c,
bottom panel). Other contacts (i, i + 3, reflecting the formation
of αA and αB helices) have contact frequency in the range of
0.3−0.1. The magnitude and pattern of intra-pKID contacts
suggest that the pKID is generally disordered and that the αA
and the αB regions are partly helical, with the αB region being
more helical than αA.
The important role of Leu138 is also revealed in the analysis

of the involvement of pKID residues in En1 complex
formation; see Figure 4. As shown in the figure, Leu138

forms native contacts with KIX significantly more frequently
than any other pKID residue. The pattern of the average
number of nonnative contacts per residue seems to reflect the
disordered and highly flexible nature of pKID, since it is
uniformly distributed around 0.4 among all of the residues. The
only exceptions are Tyr134, Leu138, and Leu141 (together
with their neighboring residues) that make a noticeably larger
number of contacts, with a small fraction being native.
Characteristics of Encounter Complex 2. The contact

map characterization of the En2 complex shows two patches of
contacts located just where the binding site is (Figure 3b, top
map). As presented in the map, most of the native contacts
occur with the highest observed frequencies. At the same time
the En2 complex is stabilized by frequently occurring nonnative
contacts. The moderate frequency of the most pronounced
contacts (in a range of 0.35−0.2) and abundance of various

nonnative interactions both demonstrate the transient character
of the complex being formed. Native contacts identified as
anchoring in En1 still belong to the most pronounced ones;
however, in En2, pKID Leu141 seems to have the major
anchoring role. Namely, two native contacts of Leu141 belong
to four of the most frequent contacts in En2: Tyr134-His651,
Leu141-Tyr650, Leu138-Tyr650, and Leu141-Leu603 (the list
of the top frequent contacts in En2 is presented in Table S1 in
the Supporting Information). Thus, Leu141 stabilizes the
interaction of Leu138 with Tyr650 (already pronounced in
En1) and simultaneously anchors the pKID to another helix in
KIX by contacts with Leu603. These interactions seem to be
supported by other native hydrophobic contacts made by
Tyr134, Ile137, and Leu138 with KIX Ala654. As demonstrated
in Figure 3c, the pKID chain is significantly more helical in En2
than in the En1 complex. This folding upon binding effect is
also demonstrated by the absence of cross-helix contacts
(present in En1). The essential role of the hydrophobic
residues, Tyr134, 138Leu, and Leu141, in native binding is also
highlighted in Figure 3 (lower panel). These residues located
on one face of the αB helix come into contact with KIX most
frequently. This is largely due to their native contacts, with the
number of exclusively native contacts much higher than for any
other pKID residue (Figure 4).
In the bottom of Figure 4, we compared structural

visualizations of the En1 and En2 complexes found in our
simulations, together with the native complex structure. In
addition, an ensemble of En2 complexes with RMSD lower
than 3 Å is also presented. In these nearest to the native
complexes, the orientation of the αA helix is less defined than
that of αB. This is consistent with the NMR characterization of
the pKID/KIX complex structure39 in which αB helix
interactions and orientation relative to KIX are very well
defined, while those of αA are not (note that, consequently, the
definition of αA native contacts may be not so accurate as that
of αB).
In accordance with the above facts, native contacts of pKID

αA with KIX are the least pronounced on the maps of native
contact occurrence during example simulations (see Figure S2
in the Supporting Information). As shown in Supporting
Information Figure S2, transitions from En1 to En2 complexes
(reflected in the shift of RMSD values from around 10 to 5 Å)
are involved in the cooperative formation of most of the native
interactions. This contrasts with En1 complexes, which interact
simultaneously usually with one or two clusters of native
contacts (formed by residues 124−128 in αA, or by residues
133−138 or 141 or 145−146 in αB).

■ DISCUSSION

In agreement with NMR observations,22 our simulations
indicate that (1) pKID forms an ensemble of transient
encounter complexes upon native binding to the KIX domain
and (2) these encounter complexes are stabilized predom-
inantly by hydrophobic contacts (this is in contrast to
association of globular proteins, which is driven by electrostatic
interactions42).
We show that the generated encounter complexes may be

separated into two structurally different ensembles, En1 and
En2, the first being distant from the native pKID arrangement
and the second more nativelike (which comprises ordered,
near-native complexes but is mostly disorderedlike). The
transition between the En1 and the En2 ensembles reflects a
key step for the native association. Most of the native

Figure 4. pKID involvement in complex assembly. The plots present
an average number of all contacts (gray bars) and native contacts
(black bars) for pKID residues upon binding to KIX. Two plots are
shown, exclusively for the encounter complexes: En1 (upper plot) and
En2 (lower plot). At the bottom, structural visualization of the
following ensembles is presented: En1, En2, near-native from En2
(RMSD < 3), and the native pKID-KIX complex structure.
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hydrophobic interactions in the binding interface form later,
and rather cooperatively, after the key transition event (see
Figure S2 in the Supporting Information). Such a binding
pathway in which native interactions form late is consistent
with the previous studies on the pKID/KIX binding mechanism
using NMR22 or a topology-based Go-model,17 and also with
studies of the binding of other IDPs using stopped-flow
spectroscopy,43−45 or Φ value analysis.46

More importantly, the picture seen in our simulations agrees
very well with the experimental identification of pKID residues
that are essential for the binding. All of the pKID residues that
we found responsible for making initial native contacts (lying in
the region of the αB helix: Tyr134, Leu138, Ile137, and
Leu141; see Figure 4) have been found in an NMR relaxation−
dispersion experiment as critical for productive binding.22

Moreover, the NMR data suggested that the αB helix region is
partly helical (up to 30%) in the low-affinity complex
(counterpart of the En1 ensemble in our simulations), which
agrees quantitatively with our findings. An important role of the
above-mentioned hydrophobic residues has also been demon-
strated in mutation analyses.38,40,47 For instance, Ile137,
Leu138, and Leu141 have been identified to be required for
pKID to interact with KIX.40,47 A critical role of Leu141 has
also been suggested based on the results of mutating KIX
Tyr65038 and Φ value analysis obtained from Go-type
modeling.17 Moreover, our simulations confirm the important
role of secondary structure formation in binding to KIX, as
demonstrated by an NMR and biochemical study.38 This
biochemical study concluded that the minimal requirement for
interaction (of KID, phosphorylated or unphosphorylated, and
C-Myb activation domains) with the native site of KIX is
binding-coupled stabilization of an amphipathic helix (αB in
pKID).38 Furthermore, our observation that a structural
element of the αB helix forms initial native contacts during
the binding is also consistent with other studies emphasizing
the important role of the preformed structural elements in
partner recognition by IDPs.48−50 As shown in the experi-
ment,38 phosphorylation of Ser133 converts KID from a low-
affinity binder (interacting with the native binding site) into a
high-affinity binder via the formation of additional intermo-
lecular interactions. This effect is not accounted for in our
simulations (due to flattened energy curves, as already
discussed in Materials and Methods) and our results suggest
that a stabilizing effect of phosphorylated Ser133 (mimicked in
the simulations by Glu133) may be important in the final
complex but not in early encounter complexes.
Based on our simulation data, we propose the following

mechanism for the productive binding of pKID to KIX. In the
highly disordered encounter complex (En1), a few native
contacts begin to form between pKID αB residues (particularly
by Leu138 and also by Ile137) and the KIX surface. Except for
the formation of these binding contacts (present in up to 10%
En1 complexes), Leu138 and Ile137 constitute the most helical
region of pKID (helical in about 40% En1 complexes). The key
binding and folding step involves significant strengthening of
the above-mentioned contacts, which is primarily enhanced by
the formation of native contacts of Leu141 and also native
contacts of Tyr134. As highlighted in Results (Characteristics
of Encounter Complex 2), Leu141 seems to play a major
anchoring role in binding to KIX, being also involved in αB
helix formation. Overall, the key transition state involves a
network of weak native interactions (present in 20−30% of
En2) formed by the 134−141 fragment of pKID αB (helical in

about 50% of En2). Following the formation of the transition
state, the remaining native contacts may be formed.

■ CONCLUSION

In summary, the binding and folding scenario described here
resembles the nucleation−condensation mechanism whose
variations appear to describe the overall features of the folding
of most protein domains.51−53 A similar concept of the binding
and folding scenario has been recently proposed based on
protein engineering and kinetic experiments (Φ value analysis)
of the ACTR/NCBD system,46 or stopped-flow spectroscopy
study of reaction between disordered peptides and PDZ
domains.44 Overall, it is likely that this mechanism is common
for the coupled folding and binding of IDPs.
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